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Abstract 
 
This study examines the use of generative artificial intelligence (AI) to assist in grading and feedback on 
undergraduate academic writing. While AI technologies in education have shown considerable potential, their 
adoption remains controversial due to contrasting evidence about their effectiveness. At a university in Hong Kong, 
an initiative was launched to use generative AI for providing formative feedback on students’ written drafts prior to 
final submission. This mixed-methods study evaluates the initiative by comparing AI-generated grades with those 
assigned by human instructors and analysing stakeholders' perceptions of the AI feedback. The research 
instruments used may partly explain the differences between the quantitative and qualitative research results. 
Quantitative analysis revealed a high inter-rater reliability between AI-generated scores and human-assigned 
grades, demonstrating the technical accuracy of the system. However, qualitative data from student interviews 
and instructor reflections revealed significant concerns about the AI’s ability to deliver contextually relevant, 
personalised, and pedagogically meaningful guidance. Stakeholders expressed scepticism and mistrust, 
emphasising the lack of depth, specificity, and adaptability in AI feedback as compared to human feedback. By 
exploring these discrepancies, this study underscores the tension between technical reliability and perceived 
pedagogical value in AI-assisted assessment. It advocates for stakeholder-informed, hybrid approaches that 
integrate AI with human oversight to ensure AI tools genuinely support student learning outcomes. To address 
these challenges effectively, future initiatives should prioritise collaborative design, transparent communication, 
and stakeholder education. 
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I. 0. INTRODUCTION 
 
      This research aims to critically evaluate the efficacy of 
generative artificial intelligence (AI) in the context of 
academic grading and feedback provision. As AI 
technologies continue to evolve, educators and institutions 
are increasingly exploring their potential to automate and 
enhance assessment processes. Prior research, such as 
Ahmed et al (2023), has highlighted that AI can significantly 
reduce grading time and improve consistency across 
assessments. However, questions remain regarding the 
accuracy, fairness, and pedagogical appropriateness of  

 
 
these systems when applied to complex student responses. 
This study seeks to contribute to this ongoing discussion 
by examining the implementation of a specific AI grading 
and feedback system at a university in Hong Kong, 
providing localised insights that may inform wider adoption 
strategies. 
      The focal point of this study is a particular AI system 
used to evaluate student assignments at a Hong Kong 
university. Generative AI models, like those based on large 
language models, have demonstrated impressive  
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capabilities in understanding and generating human-like 
text, making them promising tools for educational 
assessment (Noble et al., 2023). Nonetheless, the extent 
to which such models can accurately interpret nuanced 
student responses and deliver meaningful, personalised 
feedback is still under investigation. By analysing the 
system’s grading accuracy, consistency, and the relevance 
of its feedback, this research aims to identify both its 
strengths and limitations. Such insights are crucial for 
determining whether AI can reliably support educators in 
the assessment process without compromising fairness or 
educational integrity. 
      In addition to evaluating technical performance, this 
research emphasises understanding the perceptions and 
attitudes of students and instructors toward the AI grading 
system. Previous studies, such as those by Wang et al. 
(2024), have highlighted that user acceptance plays a 
critical role in the successful integration of AI tools in 
educational contexts. Exploring how stakeholders perceive 
the fairness, transparency, and usefulness of AI-generated 
feedback can reveal potential barriers to acceptance and 
implementation. To gain deeper insights, the study employs 
qualitative methods, including interviews and surveys, to 
capture the experiences, concerns, and suggestions of 
both students and instructors. Understanding these human 
factors is essential for designing AI systems that are not 
only effective but also ethically and socially acceptable. 
      Ultimately, this research aims to bridge gaps in existing 
literature by providing a comprehensive analysis of both 
the technical capabilities and human perceptions of AI-
based assessment systems in higher education. While 
previous research has often focused on either the 
technological aspects or stakeholder attitudes 
independently, this study adopts a holistic approach that 
integrates both perspectives. The findings are expected to 
inform best practices for deploying AI in academic 
assessments, ensuring that such systems support fair, 
transparent, and constructive evaluation processes. By 
focusing on a real-world application within the context of 
Hong Kong, this study also contributes valuable insights 
into the cultural and institutional factors influencing AI 
adoption in diverse educational environments. 
 
 
1. 1. Background 
 
      This study explores both the efficacy of AI-generated 
scoring of academic work as well as the perspectives of 
students on the use of AI towards providing feedback on 
this work. The extant body of literature suggests that 
feedback on student work can have significant positive 
effects with regard to learning outcomes, particularly 
through supporting students to revise their academic work 
(Graham et al., 2015; Gnepp et al., 2020). Given this 
implication, feedback that is of poor quality may affect 
student outcomes—a concern considering the strain that 
marking work to provide feedback may place upon 

instructors who have an already significant workload 
(Madigan & Kim, 2021; Hahn et al., 2021). There is thus 
the potential for AI to both reduce the workload upon 
instructors and to ensure a more standardised quality of 
feedback for students in the marked work they receive. 
      The prospect for AI to be applied successfully towards 
providing students with feedback on their academic work 
has been posited through research already (Gao et al., 
2024; Hooda et al., 2022). Studies suggest that automated 
feedback supplied by AI systems may constitute feedback 
of a quality in line with feedback provided by instructors and 
human markers (Gao et al., 2024; Hooda et al., 2022; 
Nazaretsky et al., 2024), while others illustrate that 
computerised, automated feedback can reduce the 
workload placed upon instructors (Crossley et al., 2022; 
Machado et al., 2025). The usefulness of AI-generated 
feedback in providing guidance on written products 
specifically has been suggested by past research studies 
(Mertens et al., 2022; Fleckenstein et al., 2023). That being 
said, there is a general lack of studies that support an 
empirical basis for asserting the efficacy of these initiatives 
in terms of student outcomes (Lee et al., 2024). 
      As university courses move online or take a blended 
approach to delivery in the post-COVID era, there is 
increasing opportunity for the implementation of automated, 
computerised feedback as part of the design of courses 
and assessments (Ruiz-Palmero et al., 2020). However, 
concerns about the comparability and accuracy of AI 
grading may be stalling development and implementation 
of such programs (Lee et al., 2024; Knoth et al., 2024). This 
implies the need for further research in this area to close 
knowledge gaps in the extant body of research literature. 
      As a consequence of an increasing demand for 
consistent feedback coupled with the pressures placed 
upon instructors and supervisors working within 
contemporary educational environments, there is 
additionally increasing demand for developing and 
implementing AI-based feedback systems. This demand is 
supported by a growing evidential base for their relative 
efficacy. Within Hong Kong, the government has 
announced a number of initiatives aimed at supporting the 
use of digital technologies in education. 
 
 
1. 2. Rationale 
 
      To support such policies and initiatives, it is necessary 
to both establish how effective such systems are and how 
they may be best implemented and to monitor their efficacy 
in terms of outcomes. As is noted above, there is a lack of 
studies that support an empirical basis for the efficacy of 
these initiatives and systems. In particular, there is a dearth 
of research into how accurate and reliable AI grading of 
written work is, as well as into how far students and 
instructors respond to specific systems that offer AI grading 
and feedback instead of or as well as instructor feedback. 
This gap in the research and the general demand for  
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greater insight into how such systems may be best 
designed and implemented motivates conducting primary 
research in this area.  
 
 
I.3  Aims and Objectives 
 
      This study aims at investigating the effectiveness of an 
automated graded system introduced at a Hong Kong 
university. It seeks to better understand how effective such 
systems are for grading and providing feedback on 
academic work, evaluating the accuracy and reliability of 
the system in place at a Hong Kong university. This is 
carried out through comparing the accuracy of the AI 
grading system with grades assigned by academic staff at 
the university. In addition to this, the study aims at exploring 
how students perceive and respond to AI-generated 
feedback, with a special focus on how they use it to revise 
written academic work in higher education settings. 
Through applying these aims, the study is hoped to make 
a contribution to the design of evidence-based systems for 
providing AI assessment and feedback, addressing key 
gaps in the literature identified in the review of extant 
research below. 
 
 
1.4 Significance  
 
      The research below constitutes an evaluation of a 
system trialled at a Hong Kong university, undertaken to 
ascertain how far empirical evidence can support the 
implementation of AI systems towards providing effective 
grading and feedback for students. Beyond evaluating the 
effectiveness of this particular program, the study may 
likewise contribute to a broader literature on the utility of AI 
towards providing feedback on student academic work, as 
is discussed in the below literature review. Through 
undertaking a mixed-methods approach to research, both 
the accuracy of AI-based systems as compared with 
human feedback and assessment may be ascertained, in 
addition to examining how students view the AI-based 
system as compared with traditional means of producing 
and receiving feedback on their work. 
 
 
2.0. LITERATURE REVIEW 
 
 This section reviews the existing research 
literature on the use of AI in certain aspects of education, 
focusing on the implementation of automated grading and 
AI-generated feedback on student work at the university 
level. It highlights relevant gaps in the literature that this 
study is designed to close. 
 
2. 1. Automated Grading 
 
 Automated grading systems have been in 

development for much of the twenty-first century, though 
have previously enjoyed only meagre application beyond 
trial programmes. A 2021 meta-review of existing research 
on the automated grading of essays (AGE) noted a number 
of shortcomings with existing systems, including their 
comparable accuracy with human grading, as well as 
widespread negative perceptions among instructors and 
students alike (Borade & Netak, 2021). The article noted a 
number of improvements needed to support further uptake, 
including enhancements to the accuracy of AGE systems, 
such as in their capacity to assess complex arguments on 
behalf of students, as well as in their capacity to provide 
feedback tailored to the individual student.  
 Past research has echoed many of these 
sentiments, finding AGE to be unsuitable for grading 
complex assignments, recommending instead its use on 
behalf of human markers to reduce workload rather than to 
replace the human marker altogether (Geigle, et al., 2016). 
Other studies noted an inflexibility on behalf of AGEs to 
adapt to different types of task, such as grading diagrams 
and graphics developed by students (Bian, et al., 2020). 
Prior to the development of generative AI, AGEs typically 
had to be coded anew for new assignments, adding also to 
the cost of their development and implementation in 
grading and offering feedback on a given module of study. 
This contributed to limited implementation of AGEs in 
practice prior to the launch of several generative AI 
platforms in 2022 (Heaven, 2022). 
 Since 2023, a number of studies have emerged 
exploring the application of generative AI programmes 
utilising large language models (LLMs) towards marking 
and grading in higher education. A good deal of these 
studies suggest more accurate grading on behalf of AI 
systems. For one, a number of studies find that LLM-based 
AI programmes provide more accurate grades than pre-
generative AI AGEs, including those tailored for specific 
assignments (Schneider, et al., 2024; Xie, et al., 2024; Chu, 
et al., 2025; Li, et al., 2025). That generative AI 
programmes such as Chat GPT provide a superior form of 
grading to tailored AGE systems is now apparently 
accepted across the literature, transferring research focus 
onto the potential of LLM-based AI programmes for wider 
implementation in grading student work. 
In addition to this, a number of research studies have 
compared LLM-based AI grading with that of human 
markers and found it to be in line with instructor grading. A 
meta-analysis comparing LLM-based AI models with AGEs 
found that the latest generation of AI programmes had 
closed the gap on instructor grading accuracy, rendering 
them comparably accurate when applied in the 
assessment of natural-language responses such as 
essays (Messer, et al., 2023). One study of 120 adult 
learners on a massive open online course compared Chat 
GPT grading with both instructor and peer grading, finding 
it to be on a par with instructor grading and more accurate 
than peer grading (Impey, et al., 2025). Another study 
comparing instructor and AI-based feedback on open book  
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examinations found little difference in the grades offered, 
suggesting its use to reduce workload upon examiners 
(Dimari, et al., 2024).  
 However, a number of studies suggest also 
inaccuracies on behalf of AI grading systems. One study of 
using Chat GPT to grade Physics papers found that up to 
40 per cent of AI responses were inaccurate, 
recommending that instructors inspect at least 15 per cent 
of all AI-graded papers to identify the most common areas 
of inaccuracy (Chen & Wan, 2025). A study of its use in 
Medical Education also found that GPT provided 
significantly lower grades than human markers, 
recommending that its implementation required teacher 
second-marking for grades below a certain level (Grevisse, 
2024). Similarly, a study of the accuracy for GPT to assess 
coding exercises found significantly lower accuracy as 
compared with human grading (Lagakis, et al., 2024). The 
implication of these studies, though they did not directly 
measure the grading of essays, is that LLMs frequently 
make factual errors when grading work with binary correct-
incorrect responses. It may be, however, that generative AI 
is better at evaluating the quality of responses wholly 
expressed in natural language, in line with some of the 
findings discussed above. 
Nevertheless, a number of studies on the use of AI to grade 
essay responses have found generative AI programmes to 
be less accurate when compared with instructor marking. 
One study found that whilst AI grading was more accurate 
than peer-grading, AI grades when modelled around 
instructor-provided correct answers was more accurate 
than those without these model answers, but still was not 
in line with instructor grading (Golchin, et al., 2024). 
Another study compared Gemini-pro, GPT-3.5 and GPT-
4.0 with instructor feedback, finding the latter to be the most 
accurate (a common finding across the literature), though 
still not in line with instructor grading (Lee & Song, 2024). 
There are therefore mixed findings across the literature 
with respect to the comparative accuracy of generative AI 
when it comes to grading essays, inviting more research 
into this area. 
 
 
2. 2 AI-Generated Feedback 
 
      Research across the twenty-first century has focused 
on AI's capacity to provide useful feedback for students, 
either in place of or in addition to instructor feedback. 
Theoretical approaches to the topic suggest that students 
may process AI feedback differently from human 
feedback. For instance, cognitive load theory suggests 
that an absence of established social cues and shared 
external referents may impact student understanding of 
AI-generated feedback (Gonzaga et al., 2025). 
Assessment literacy literature indicates that students’ 
evaluation of feedback quality can incorporate affective or 
relational dimensions that transcend technical accuracy 

(Guo et al., 2025; Zhan & Yan, 2025). In other words, the 
lack of a human and social element to AI feedback might 
impact how students receive and respond to it, 
irrespective of their beliefs about its technical accuracy. 
      Nevertheless, some theoretical approaches to the 
topic suggest that AI-generated feedback can provide 
advantages because of its exclusion of subjectivity in 
response. One chapter on the future of automated 
grading systems argues that AI is able both to provide 
feedback in a more timely—possibly instantaneous—
timeframe and to minimise the subjectivity and biases 
often associated with human feedback (Vetrivel et al., 
2025). Thus, AI's ability to escape the personal 
perspectives of individual instructors should theoretically 
allow for a more ‘universal’ view on a student’s work and 
how to improve its quality. 
      Conversely, other studies have found a tendency for 
AI feedback to reflect its own biases derived from its 
training data, suggesting limitations to the usefulness of 
academic feedback based upon machine learning rather 
than pre-coded criteria for grading and judgement 
(Gratani et al., 2024). In particular, the capacity for AI 
feedback to adequately address the needs of individual 
learners has been highlighted as a concern. How far AI 
can address the specific issues of students unknown to 
the model in the same way as instructors come to know a 
student has been seized upon as evidence of its limited 
utility in educational contexts (Lindsay et al., 2025). Such 
theoretical and ethical concerns underpin much of the 
contemporary debate about the role of AI in providing 
feedback on student work. 
      There is much empirical research that suggests that 
LLMs have the potential to offer high-quality feedback. 
One such study had instructors assess both human and 
AI feedback and found that whilst ‘out-of-the-box’ LLMs 
were inadequate, LLMs modified specifically to provide 
grading and feedback were on a par with human grading 
and feedback according to independent human raters 
(Xiao et al., 2025). A similar study employed instructor 
assessment of peer feedback on argumentative essays, 
finding that access to an AI chatbot improved the quality 
of peer feedback (Guo et al., 2025). Other studies on its 
influence upon or comparison with peer feedback 
generally find AI to be useful or superior (Lee, 2023; 
Bauer et al., 2023; Banihashem et al., 2024), though 
evidence regarding instructor feedback is less 
established. 
      However, some studies suggest that AI feedback is 
not as useful as human feedback when measured 
empirically (Chan et al., 2024; Lo et al., 2025). Moreover, 
over-reliance on AI tools led to instances of decreased 

creativity and critical thinking (한수미 & 김민지, 2025). 

One literature review of 83 published articles found that 
whilst perceptions of AI feedback among students and 
instructors were generally positive, studies measuring the 
actual impact of feedback upon student performance  
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were few and far between (Shi & Aryadoust, 2024). One 
such study found that LLM-generated feedback increased 
revision performance as compared to revising without 
feedback, linking this to improvements to task motivation 
as compared with the non-feedback control group (Meyer 
et al., 2024). Comparisons with receipt of no other 
feedback generally find that AI feedback improves 
revision scores (Xu et al., 2023), though again this does 
not establish how comparably useful AI feedback is with 
regard to instructor feedback on the same work. Teacher 
intervention was essential for contextualising AI-
generated feedback, guiding students in adapting 
suggestions, and addressing gaps in communicative and 
rhetorical skills (Yun, 2025). 
      Although studies measuring students’ performance 
are scarce, others have indicated clear benefits to 
affective aspects of students’ perceptions associated with 
meta-learning and assessment performance. A study 
carried out in China found that AI feedback was 
associated with significant improvements in motivation, 
understanding, and preparedness as compared with no 
intervention (Yeung et al., 2025); however, the study did 
not compare performance with human feedback. A study 
on AI feedback and its relationship with student 
engagement, carried out in Australia, found that 
instantaneous AI feedback was able to boost student 
engagement with assessment tasks (Dann et al., 2024). 
This was not compared with human feedback given that 
AI provides the possibility for instantaneous, remotely 
delivered feedback in a way simply not possible on behalf 
of human instructors. Other studies have likewise found 
correlations between receiving AI feedback and skills 
associated with self-regulated learning (Chang et al., 
2023; Afzaal et al., 2024). Such studies make the case for 
augmenting or complementing human feedback with AI 
feedback but cannot themselves support the replacement 
of human feedback with AI-generated feedback. 
      The effect of AI feedback on these skills is likewise not 
necessarily universal given the mediating effect of student 
cognition. A study that looked at 6,960 students and 
another that analysed 8,642 open-ended responses 
showed that students were unsure about how reliable AI 
is, seeing its advantages in being easy to access, quick, 
and providing a lot of information, which they felt were 
different from the benefits of feedback from teachers 
(Henderson et al., 2025). A systematic review of student 
perspectives on AI feedback found significant variation 
across both national cultures and levels of education 
(Atherton et al., 2024), suggesting the utility of research 
carried out within specific cultures and institutions. 
 
2.3. Theoretical Framework 
 
This section sets out the theoretical framework behind this 
study, incorporating models and perspectives influence 
by Theory of Change, participatory evaluation, and 
Rationale, Uses, Focus, Data, Audience, Timing, Agency 

(RUFDATA). These frameworks provide a lens through 
which the processes of learning in response to AI-
generated material may be explored. 
 
2.3.1 Theory of Change (ToC) 
 
      In order to evaluate the efficacy of an AI system, it 
may be helpful to consider what theoretical approach has 
the capacity to ascertain how far the initiative investigated 
meets its aims. Theory of Change (ToC) is capable of 
providing a framework for outlining how and why an 
educational outcome may be expected to occur within a 
given educational context (Reinholz & Andrews, 2020). 
Articulating a theory of change requires both identifying 
the requirements of the initiative with respect to what the 
intervention is intended to address – for example, 
reducing teacher workload whilst at the same time 
ensuring consistent feedback – as well as exploring the 
mechanisms that underpin how the design of the 
programme’s core components function to elicit change. 
Through following such a process, outcomes that are 
measurable can thus be arrived at so that the efficacy of 
the programme – in this case, the AI based marking and 
feedback system – may be adequately tested. Taking 
such an approach to this research study, the initiative can 
be evaluated in terms of its stated goals and how their 
assumed outcomes are met and measured (Davies, 
2018). Undertaking such an evaluation thus requires 
undertaking research that can measure the consistency 
of AI generated grading in comparison with the lecturer 
marking. 
      A further element that is part of ToC related to the AI 
system is with respect to student responses to the 
initiative. Whilst marking papers accurately may reduce 
teacher workload without impacting the accuracy of 
grades given, a considerable part of the grading process 
often involves giving feedback on draft and final 
submissions. The relationship between useful feedback 
and student improvement is well attested according to the 
literature on this topic (Graham et al., 2015). This 
evidence implies the importance of taking an approach to 
evaluating the efficacy of an AI system that also evaluates 
student experience of the feedback given, so that its 
relationship with student outcomes may be properly 
explored. 
      ToC thus not only serves as a means to better 
understand the aims of the AI grading system in terms of 
promoting change in education settings, but also can 
assist in determining which outcomes ought to be tracked 
in aid of measuring change. The extent to which the AI 
programme can ensure consistent marking, provide high-
quality feedback, and reduce student workload thus serve 
as three measures of change consistent with a successful 
programme or intervention in accordance with the review 
above.  
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2.4  Research Gap 
 
      A number of gaps in the research literature have been 
outlined in the review above. First, while LLMs have 
apparently improved grading accuracy as compared with 
previous generation AGEs, there are mixed results with 
regard to their accuracy as compared with human markers, 
especially for essay-based tasks. Whilst LLMs perform 
better in assessing natural language responses as 
compared with the binary responses associated with some 
STEM subjects, the presence of factual inaccuracies in the 
latter raises questions about the accuracy of grading when 
it comes to essay-based questions, many of which may 
contain factual assertions. Many studies only recommend 
AI grading within a context of human oversight models in 
which humans remain ‘in-the-loop’ when it comes to 
automated grading processes. There is therefore research 
required to establish the accuracy of AI when it comes to 
grading essay-based work as compared with human 
markers in specific educational contexts. 
      The research literature on AI-generated feedback also 
indicates significant gaps in present understanding. Few 
studies have directly compared student learning outcomes 
because of AI-generated feedback versus those influenced 
by human instructor feedback. There remain open 
questions about the capacity of AI feedback to replace or 
‘stand in’ for instructor feedback. Central to the debate are 
questions of biases in AI feedback derived from training 
data and how individualised AI feedback can prove in 
comparison to instructor feedback. Though many studies 
indicate positive relationships between AI feedback and 
student experiences, extending in some cases to its 
empirical impact on revisions made to student work, these 
findings are overwhelmingly derived from comparisons 
with peer feedback or with no feedback at all, rather than 
with instructor feedback. Likewise, the literature suggests 
that cultural and individual perspectives may serve to 
mediate the perceived efficacy of AI feedback, indicating 
that localised and context-specific research may be 
required to establish its utility within a given educational 
context. 
 
 
2 5. Research Questions 
 
The aim of this study is to investigate both the precision of 
the automated grading system introduced at a Hong Kong 
university through comparing marks assigned to work by 
generative AI with work graded by instructors at a Hong 
Kong university. In addition to this, the study investigates 
the student perspective on and experience of the feedback 
received on AI graded work. These aims may be refined 
into the following research questions: 

 The comparison of accuracy of grading of students’  
 

work by human instructors and AI based system and 
addresses research gap in the existing literature. 

 How do students experience and respond to AI 
generated feedback? 

 Answering these questions will require 
undertaking mixed-methods research consisting of both 
qualitative and quantitative approaches. The design of this 
is set out in some depth in the chapter on methodology 
below. 

 In addition to this, and in recognition that the 
implementation of new systems takes place within complex 
educational environments, this study is aimed at exploring 
the foundational theoretical constructs pertaining to 
automated evaluation of work within in academic settings, 
which is reflected in the study’s theoretical framework and 
its discussion. This aim may be formulated through the 
following research question: 

 How can AI based feedback systems be effectively 
implemented from the perspective of Theories of Change 
(ToC) and Participatory Evaluation? 

 The theoretical approach taken in pursuit of this 
research is elaborated upon in the relevant section below. 
 
2.6. Participatory Evaluation 
 
      The utility of including student perspectives in this 
study is implied also by a theoretical framework informed 
by participatory evaluation. Participatory evaluation 
maintains that stakeholders within a given environment 
ought to be actively engaged in any evaluation process 
that involves them (Makgamatha, 2009). Whilst exploring 
the impact of AI-based feedback on students’s written 
work forms the focus of forthcoming research (Lo et al., 
2024), investigating student evaluations of an AI-based 
system in qualitative terms (e.g., experiences, attitudes, 
etc.) reflects an evaluative process rooted in participatory 
evaluation, recognising the validity of student experiences 
as stakeholders within the initiative. 
      Taking a participatory-evaluative approach is 
anticipated to inculcate a sense of ownership over and 
promote engagement with the initiative, which in turn is 
hoped to contribute towards the future design and 
implementation of effective initiatives for change within 
their educational environment. In terms of research 
design, this has informed the inclusion and design of 
qualitative interviews insofar as the perspective frames 
both students and instructors as stakeholders whose 
insights are required to ascertain the impact of the trialled 
system. Gathering these experiences and perspectives 
allows for the research to take into account the human 
element of participation in educational systems, helping 
to identify benefits or disadvantages undetectable in 
statistical analysis that are nonetheless impactful with 
respect to relevant outcomes. 
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2.8. RUF Data 
 
      To meet the study’s objectives, this design of the 
research was informed by RUFDATA, a practical 
framework for planning evaluations (Saunders, 2000). 
This approach is designed to guide the evaluation  
 

 
 
planning process and can be informed by and integrated 
with ToC and participatory evaluation throughout its 
stages of planning. Accordingly, the planning of the 
evaluation process responds to prompts across the 
following areas: 

 
                     Table 1: RUF Data Research Design 
 

Rationale Why conduct the evaluation? 
Uses What is the anticipated utility or applications of the evaluation’s findings? 
Focus What is the main focus of the evaluation? 
Data What data will be collected and what purpose will this serve? 
Audience Who is the intended audience for the evaluation? 
Timing When will the evaluation take place? 
Agency Who shall conduct the evaluation? 

 
 
      This framework thus provides a structured approach 
to aligning the study’s design with its practical aims, 
justifying in this case the inclusion of both qualitative and 
quantitative arms to the research carried out. In applying 
this model for planning evaluation—informed both by ToC 
and by participatory evaluation—an effective and 
inclusive design for this evaluation of the initiative may be 
arrived at through taking into consideration the rationale, 
data needs, and audience for the research. How this is 
achieved is described and justified in the section that 
follows. 
 
 
3.0. METHODOLOGY 
 
 This section presents the research design behind 
this study, justifying its methodological decisions in terms 
of the demands of the study’s research questions and 
theoretical framework. 
 
 
3. 1. Research Design 
  
      This study is situated within a social constructionist 
framework. Social constructionism holds that social 
practices are influenced by the norms of cultural 
institutions (Jung, 2019), whilst at the same time viewing 
social norms as resultant from social practices (Witkin, 
2012). This implies the necessity of an interpretivist 
approach to research, according to which researchers 
must attempt to understand the beliefs and reasoning that 
shape the behaviour of social actors (Pulla & Carter, 
2018). For these reasons, research methods that are 
narrowly positivist—admitting only quantitative analysis of 
material events (Su, 2018)—will fall short of the 
requirement to understand how relationships between 
social phenomena are mediated by human beings as 

thinking agents (Gergen, 2015). When constructing a 
research design within such a framework, it is therefore 
important to include qualitative methods that can provide 
an explanatory account for the mechanisms behind 
observed statistical correlations or trends (Ivankova et al., 
2006). 
 
3. 2. Context and Approach 
  
      The initiative introduced at the university utilises AI 
generated marking of and feedback upon student work as 
part of various modules in which written work was 
submitted by university students. The AI system 
employed provides grades and feedback for draft 
versions of papers provided by students, before their final 
papers are graded by instructors. The marks assigned by 
the AI system will be compared with those proffered by 
human markers on the same piece of draft work so as to 
assess the accuracy of grades generated by AI. This may 
be achieved through employing statistical analysis of the 
marks assigned by both parties, establishing whether AI 
given grades are generally consistent with those given by 
human markers. To this end, several instructor marks for 
the same work will need to be compared with a mark given 
by AI. In the design described below, draft work is triple 
marked by different human instructors so that a baseline 
for instructor grades may be produced against which AI 
marks can be compared. 
      As mentioned above, the research also explores 
student perspectives on AI generated feedback and as 
such employs qualitative analysis of data collected from 
students. This reflects a mixed-methods design that 
triangulates the findings of quantitative analysis with that 
of qualitative analysis, following an explanatory design 
that seeks to understand observed statistical trends in 
light of stakeholder perspectives and experiences 
(Ivankova et al., 2006). This is to be accomplished  
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through holding interviews with students who have 
participated in courses where the initiative has been 
applied and who have thus received AI feedback. These 
interviews should provide a suitable means for 
investigating student perspectives in that they can be 
used to explore what students think about AI feedback but 
also can be used to establish why they have formed these 
opinions based on their experience (Bolderston, 2012). 
Interviews can also allow for personal perspectives to be 
communicated in a way that is detailed as compared with 
alternative means such as questionnaire data (Bazeley, 
2013). Taking this approach can thus help fulfil the aims 
of inviting the participation of key stakeholders in the 
process of evaluation. 
 
 
3. 3. Data Collection 
 
      So as to arrive at a statistically meaningful analysis of 
the quantitative data, the research design involves the 
analysis of marks awarded to 150 different papers 
submitted as part of the initiative. The papers in question 
involved essay questions requiring responses of no more 
than 1000 words, all of which were written in English in 
accordance with the standards of the ESL programme. 
Students submitted work digitally via the usual avenues 
and then were distributed via email to human markers, 
whilst the researcher was responsible for uploading the 
papers to AI for grading and feedback. These initial 
papers were first marked by AI and then marked again by 
three different markers, none of whom are aware of the AI 
marks given, nor that of each other. All human markers 
were supplied with a rubric for the papers and marking 
guide, whilst the AI receives a comprehensive prompt 
outlining learning objectives. Through triple marking each 
paper, a collection of marks assigned by human markers 
was established so that AI grades may be compared 
against them.  This data was recorded in a database 
ahead of quantitative analysis.  
      In terms of the sampling of student participants, ten 
participants were deemed as sufficient for undertaking a 
small-scale study with thematic analysis according to 
published guidance on research methods (Hammersley, 
2015). Students were provided with the option of 
participation and then interested parties randomly 
selected using purposive sampling (Palinkas et al., 2016), 
with the process of selection filtering out those who had 
not read or engaged with the AI generated feedback. 
Those selected were interviewed in a one-to-one, face-to-
face setting and were each posed ten interview questions 
pertaining to their experience of receiving AI generated 
feedback as part of their education (appendix 1). In line 
with Allen (2017), the interview questions were designed 
to be open-ended in order to encourage a more detailed 
set of responses. Additionally, they were posed according 
to a semi-structured approach so as to ensure a focus on 

the research topic whilst also allowing the researcher to 
prompt for detail on areas of particular relevance (Zhang 
& Wildemuth, 2017). Interviews lasted no longer than an 
hour and were carried out by the same researcher, who 
recorded responses using digital recording software. 
Recordings were stored in password-protected files in line 
with data protection standards (Resnik, 2020) .  
      In order to meet the demands of participatory 
evaluation, instructors’ views were also solicited in 
recognition of their status as stakeholders in the initiative. 
Instructors were asked to provide commentary on the 
feedback on student essays generated by AI, using 
marginal comments on word documents to make remark 
upon the text. They were asked to evaluate the 
effectiveness and accuracy of AI feedback on student 
work in order to add perspective on the strengths and 
weaknesses of AI generated feedback. The instructors 
recruited into the study to mark the student essays were 
thus asked to complete these evaluations, though not on 
any work they themselves had personally marked. 
Instructors were provided with a separate set of prompts 
to that of students, being asked to leave remarks on AI 
feedback presented to students rather than being 
interviewed themselves. 
      The study also incorporates a sample of 150 student 
papers produced at the drafting stage of the initiative. The 
study involved a random sample of 150 papers derived 
from the many submitted over the course of the initiative. 
All papers were under 1,000 words in length – to 
accommodate the limitations of data-handling on behalf 
of generative AI – and were derived from a number of 
subjects, though all submitted by students at the 
undergraduate level. The procedures involved were, from 
the students’ perspectives, identical to that of their regular 
procedures for submission of formal written work and all 
were presented as counting towards assessment. 
Students were informed that their work would be graded 
in accordance with AI as part of an experiment, but were 
notified that only instructor-given grades would count 
towards their degree, in line with the conditions for the 
school-wide initiative. 
Of the roughly 100 instructors involved in the initiative, 
nine participants were drafted into the interview study – 
again, through purposive sampling methods (Palinkas et 
al., 2016). Three of these instructors were selected to 
mark the essays and to provide their feedback on the 
initiative following the placement of an advertisement 
through the university’s internal communications network. 
All human participants were provided with details 
regarding how their data may be used and were informed 
of their right to withdraw at any time. 
 
3. 4. Participants 
  
      The 300 papers marked in total (150 initial drafts and 
150 revised drafts) were drawn from 150 undergraduate  
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students randomly sampled from a cohort. Stratified 
random sample was employed to ensure that various 
subgroups were represented accurately. A breakdown of 
these statistics is conveyed in Table 2. All students were 
participating in a compulsory English as a Second 

Language course (ESL), though were drawn from a 
number of different disciplinary majors. All participants 
were domestic students to avoid accounts affected by 
differing native languages given the ESL context of the 
assessment task.

 
 
             Table 2: Student participant’s variables in quantitative grading study 
 

 
  
      The students participating in the interview study were 
also sampled purposively to be as representative as 
possible, though naturally this was not wholly possible 
given the smaller cohorts involved in the interview study. 
As Tables 2 and 3 demonstrate, all students participating 

were full-time students, whilst all but one instructor were 
at full-time staff. Among the instructors, there was some 
variation in their highest level of qualification, whilst their 
level of seniority also varied somewhat.  
 

 
Table 3: Instructor participant variables in instructor interview study 

 
 
 
3. 5. Data Analysis 
 
      Analysis of the interview data utilised qualitative rather 
than quantitative methods, employing thematic analysis 

to this end. Thematic analysis generates representative 
‘themes’ from a dataset to allow for particularly prevalent  
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and emphatic themes to be brought to the fore (Braun & 
Clarke, 2006), providing both findings representative of 
participant perspectives and also generating a useful 
structure for exploring the specific responses of individual 
participants (Evans, 2018). Thematic analysis also aligns 
well with the study’s theoretical framework set out above 
due to its theoretical freedom (Nowell et al., 2017). 
Through searching for themes that describe the 
phenomenon under investigation, thematic analysis holds 
the capacity to demonstrate in a clear way what it is that 
students believe about receiving marks and feedback 
generated by AI. 
      This outcome was achieved in the study through 
carrying out analysis in Leximancer. This application was 
selected because of its capacity to use preset algorithms 
to extract semantic and relational data from texts and to 
aggregate that data into themes (Smith & Humphreys, 
2006). This application functions by representing 
connections between conceptual terms as lists ranked by 
their prevalence. The algorithm can show which concepts 
are most prominent, related, or co-occurring. Through this 
approach to analysis, student and instructor perspectives 
may be analysed in a systematic manner, and they can 
then be further illustrated through excerpts from the 
interview texts themselves. This analysis produced 
several major themes that are used to structure 
discussion of the interviews themselves below. 
      Following completion of thematic analysis in 
Leximancer, further analysis of the interview data was 
carried out to establish whether participation evaluations 
were positive or negative. This approach addresses a 
limitation of thematic analysis alone, as the standard 
Leximancer algorithm only reports on conceptual 
correlation and frequency without providing information 
about participant evaluations of these concepts. To 
establish whether respondent sentiments were positive or 
negative, student responses and instructor remarks 
related to the most prevalent themes were manually 
coded as either positive, negative, or neutral to establish 
the general sentiment surrounding these concepts. A 
subset of 20 percent of all comments relating to the most 
prevalent concepts were coded in this way, permitting the 
generation of descriptive statistics reported in Tables 5 
and 11. 
       Analysing the marked papers was undertaken using 
IBM's Statistical Package for the Social Sciences (SPSS) 
29.0. Using this program allowed for a variety of tests to 
be carried out on the same dataset (Salcedo & 
McCormick, 2020). Tests were carried out to examine 
how far the AI grading fell in line with the grades given by 
human markers, thus establishing its accuracy against a 
human average. These tests sought to establish whether 
the marks provided by AI generally fall within the trends 
implied by instructor grades to a statistically meaningful 
extent. A number of tests were carried out, such as 
calculating Spearman’s correlation coefficient to establish 
whether instructors and AI ranked essays similarly, as 

well as the intraclass correlation coefficient to establish 
inter-rater reliability. An alpha of 0.05 was applied to 
Spearman’s coefficient, and 95% confidence intervals 
were calculated for the intraclass coefficient. 
      First, Spearman’s rho was carried out to examine the 
rank-order correlation between the AI-assigned marks 
and those of human markers. This statistical measure is 
able to assess the strength and direction of an association 
between two ranked variables (Daniel, 1990), meaning 
that it is the rank that is compared as opposed to the raw 
score for each essay. In the first test, an average between 
the human-given grades was taken to provide a single 
comparator score for each individual essay. However, in 
order to address any problems caused by averaging—
such as its masking of differences in individual variation—
Spearman’s rho was again calculated between the AI 
grades and those of each of the three human graders. 
      To triangulate these findings, the intraclass correlation 
coefficient (ICC) was calculated to establish inter-rater 
reliability (IRR). An ICC is useful when measuring 
agreement across more than one rater insofar as it can 
be used to detect and exclude outliers (Liljequist et al., 
2019). Two ICCs were arrived at by using a two-way 
random-effects model with single measures and absolute 
agreement so as to facilitate generalisability as well as 
remain sensitive to discrepancies in scoring. The ICC for 
the grades assigned by all three human markers was first 
established, and then a further ICC was carried out, 
including the AI-assigned grades in the test. Through 
these means, alignment between the scores given by 
each marker generally could be established to test 
whether the AI marker was generally in alignment with the 
human markers.. 
 
 
3. 6. Ethical Considerations 
 
      Several ethical measures were implemented to 
ensure the integrity and confidentiality of the research 
process. Informed consent was obtained prior to 
participation in the study, clarifying how data would be 
used and outlining the rights of participants to withdraw 
from the research (Oliver, 2010). Power dynamics were 
carefully considered and managed to avoid introducing 
social desirability bias into participant responses (Qin, 
2016). Furthermore, the data generated by students was 
kept confidential and not made subject to dissemination 
beyond the researchers and markers involved in the 
study, in keeping with standards for data protection in 
research (Mourby et al., 2019). Students and instructors 
participating in the study likewise had their identities 
anonymised as far as possible to encourage them to 
speak freely regarding their experiences of the initiative 
(Saunders et al., 2015). The inclusion of instructors and 
students as stakeholders fulfils the requirements of 
participatory evaluation, given their role in assessing the  
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accuracy and efficacy of the initiative through their 
contributions to the qualitative data in this study. 
 
 
4. FINDINGS  
 
This section presents the findings to the quantitative and 
qualitative methods of analysis, beginning with statistical 
analysis of inter-rater reliability and then presenting the 
findings from the Leximancer analysis of conceptual 
themes across the interviews. It concludes with 
discussion of the findings approached from the  

perspective of Theories of Change.  
 
4. 1. Quantitative Analysis  
 
4. 1 1 Interviews with Students 
 
     The interviews with 10 students who had participated 
in the initiative were transcribed and then uploaded for 
analysis via Leximancer. Five main themes were 
developed through this process, as presented in Figure 1. 
These themes are discussed in more depth with relation 
to the analysis findings. 

 
 
 

 
                       Figure 1: Major themes derived from student interviews with illustration of conceptual frequency 
 
 

Table 4: Sentiment-based content analysis for main concepts/themes derived from student interviews 

 
 
 
      Through utilising a medium detail level of analysis, 
Leximancer was used to identify which concepts were 
most associated with the main themes derived from the 
analysis of the interviews. These were determined on the 
basis of frequency and proximity of terms to various 
themes alongside the use of the concept pathway feature 
that links certain terms to themes across the interviews. 
      As Table 4 demonstrates, the main themes derived 
from this approach to analysis were subject to largely 
negative evaluations of the concepts in question. We 
looked at a sample of the comments linked to each of the 
five main ideas and found that 50 percent or more of the 
responses were negative. Roughly three-quarters of 
remarks regarding the themes of trust and tailoring were 
negative, though roughly a third of comments regarding 
clarity and improvement were positive. These sentiments 
are reflected in the discussions of each theme below. 

      In order to examine how far the marks for student 
essay papers generated by AI fit within the broader trends 
of marks awarded by human markers, inter-rater reliability 
(IRR) was calculated through several means. First, 
Spearman’s rho correlation coefficient was calculated by 
comparing the rankings of AI marks with those of human 
markers. Spearman’s coefficient is a useful means for 
comparing between two sets of numerical scores, though 
it is limited to comparisons between two sets (Spearman, 
1904). For this reason, an average of the human scores 
for essays was taken and compared with the scores 
generated by AI for the same papers. As Table 7 
demonstrates, the test generated a coefficient with a 
strong positive correlation (rs = 0.895) that fell well within 
the alpha for statistical significance (p = 7.16288E-54). 
This would suggest that AI marks are very close to those 
of human markers. 
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      However, there are several problems with this 
interpretation. For one, using an average score for the 
human markers may hide outlying results, assuming 
equal reliability among the human markers. For this 
reason, we undertook further tests comparing the AI 
grade with that of each human marker in turn. Results 
demonstrate a similarly high level of agreement between 
ranks and strong confidence in the statistical significance 
of the results. When comparing the AI marker with the first 
human marker (hereafter, H1), there was a coefficient of 
0.811, indicating a high level of agreement between the 
marks awarded. Similar results were seen when 
comparing the AI with H2 and H3, showing strong 
agreement (rs = 0.873 & rs = 0.886), and all three tests 
had very low p-values, indicating they are statistically 
significant (p = 2.79712 × 10-36, p = 6.90347 × 10-48, p 
= 3.17704 × 10-51). This suggests that the AI agreed with 
some human markers more so than they did with each 
other, with H1 generating scores a further distance from 
H2 and H3 as compared with between those markers and 
the AI. 
      A different means for calculating IRR was pursued in 
order to triangulate the findings. The intraclass correlation 
coefficient (ICC) was calculated to measure the 
agreement between the various raters involved in the 
study. The ICC is particularly useful when it comes to 
comparing more than one rater, to infer generalisability 
beyond the population admitted to the study, and to detect 
if any one rater is at odds with the rest (Koch, 1982). For 
this reason, two ICCs were calculated: one including the 
AI marker and one without. This allowed for IRR to be 
calculated for the human markers together and with the 
AI, with a large difference between these two tests (e.g., 
a substantial drop in correlation coefficient) suggesting 
that the AI marks do not fit with the other raters as well as 
they do with each other. 
      A two-way random effects model was used in order 
for the results to be generalisable beyond the population, 
whereas single measures were selected insofar as the 
scores taken for each marker were not averaged. 
Absolute agreement was defined in order to factor in 
errors and outlying scores made by raters, allowing for 
inconsistent results to be counted in the analysis. When 
calculating the ICC for the three human markers, there 
was an ICC of 0.892, falling within the 95% confidence 
intervals of 0.87 and 0.915. This indicates a very good 
level of IRR between the three human markers. A 
significant decline in ICC for a calculation including the AI 
marker might indicate a low IRR between it and human 
markers. However, the ICC for the papers marked by the 
AI and human markers was 0.88—a decline of only 
0.012—which also fell within the 95% confidence intervals 
of 0.87 and 0.915. The AI marker thus can be established 
to be a reliable marker on the basis of two different IRR 
tests. 
 

4. 2. Qualitative Analysis  
 
4. 2.1 Clarity 
  
      The theme of clarity was associated with several 
terms, the most prevalent of which were ‘understanding’ 
and ‘comprehension’ (Table 5). As the interviews reveal, 
these were often employed in a critical fashion with 
respect to the utility of AI: “Sometimes I feel that the 
program doesn’t understand what I’m actually writing.” 
(Student 1 [S1]) 
“It [the generative AI feedback] will at times offer advice 
for the wrong stuff, like teacher comments on my work, or 
act like it is marking my work for a different question or 
subject.” (S4) 
      The participants were not wholly negative about AI in 
this respect, being somewhat mixed in their evaluation of 
its capacity to provide ‘instructions.’ For instance, some 
celebrated the ‘simplicity’ of the guidance offered, 
whereas others felt that the feedback was not sufficient in 
‘detail’: 
“So one thing I like is that it puts forward what you need 
to accomplish in a very simple way. It doesn’t get lost in 
jargon and can illustrate its criticisms with examples.” 
(S10) 
“I don’t find it useful. It frequently lacks clarity and appears 
to be taking a risk when providing suggestions for 
enhancement. It will say ‘correct your references’ but not 
actually give examples as to what is wrong.” (S2) 
      This reflects student criticism of the AI feedback as 
being insufficiently detailed in its ‘explanation’ as 
compared with their instructors or tutors. 
      It may be that the focus on AI feedback in the interview 
questions and instructions provided to the marking 
instructors may have skewed the discussion towards 
assessments of AI feedback. Past research has 
suggested that both instructors and students are fairly 
negative about the quality of AI feedback (Tishenina, 
2024), and some studies have questioned whether it is 
comparable in quality to that of instructor feedback (Celik 
et al., 2022). However, it is notable that some students 
still questioned the accuracy of AI grading of their essays: 
“The marks I received I don’t feel are reflective of what an 
instructor would produce. My lecturers would give me 
much higher marks than the AI did. (S8) 
“It was all over the place. I was getting told it was a first, 
then, after revisions, a 2:2. Ridiculous.” (S5) 
      Although the AI grading may have produced some 
outlying results, this was clearly not frequent enough in 
the sample analysed to set it apart from the human 
markers, who evinced a lesser but noticeable degree of 
personal variation at odds with the group average. 
Student perceptions may therefore be interpreted in terms 
of views and experiences of AI that are subject to other 
influences. 
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Table 5: Ranked concepts associated with the theme of 

‘clarity’ derived from student interviews 

 

Table 6: Ranked concepts associated with the theme of 

‘improvement’ derived from student interviews 

 

  
 
 
      Student and instructor bias against the use of AI in 
educational settings has been well-documented across 
the literature (Nazaretsky et al., 2024). It may be that 
students have a negative bias against AI that coloured 
their experience of it when receiving grades for their 
papers. Alternatively, it may be that the sample of 10 
students interviewed was not sufficiently representative of 
the student body. Doing a statistical analysis of how 
students and teachers feel about using AI for grading 
could help clarify their opinions on this part of the initiative. 
 
4.2.2  Improvement 
 
      Leximancer identified a number of terms used in 
conjunction with discussions about ‘improvement’ (Table 
6), including feedback (82%), suggestion (73%), and 
accuracy (53%). These discussions were largely centred 
around AI’s capacity to make suggestions for revisions 
capable of improving the student’s performance and 
grade. Students were mixed with respect to the capacity 
of AI to complete accurate ‘grading’ of their draft work: 
“I was actually surprised that the grades on my draft work 
were generally correct. It said they would be 2:1s, and 
they were.” (S10) 
“It was all over the place. I was getting told it was a first, 
then, after revisions, a 2:2. Ridiculous.” (S5) 
      There was some agreement that AI could generally 
provide ‘guidance’ capable of informing useful ‘revision,’ 
though only one participant stated outright that they felt 
such assistance was better than that which an instructor 

could provide. One complaint in particular was that AI 
failed to make note of progress between one draft and the 
next, often giving advice that contradicted the last 
guidance received, with one participant comparing it to 
being marked by different instructors or one instructor with 
a poor memory. There was some scepticism, then, on 
how far AI could be used to help students improve their 
work over time on par with the opportunities for 
improvement offered by instructor feedback. 
 
Table 7: Student participant variables in student interview study 
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4. 2.3 Accuracy 
  
      Terms associated with the theme of accuracy include 
precision, mistakes/errors, consistency and relevance 
(Table 8). A number of the respondents felt that the 
feedback from AI lacked ‘accuracy’, was ‘inconsistent’ 
and lacked ‘consistency’: 
“Some of the guidance given to me by the AI was not 
accurate […] It didn’t correctly grasp the purpose of the 
essay and misunderstood content.” (S7) 
“I noted some of the feedback made factual errors when 
offering guidance…” (S3) 
“Some aspects to the feedback such as picking up on 
grammatical errors were great. But there was no  

 
 
consistency. There were parts it picked up on and parts it 
didn’t.” (S9) 
The students interviewed also challenged the ‘relevance’ 
of much of the AI’s feedback. One student found that the 
programme focused on aspects to the essay that were 
tangential or unlikely to improve the grade, whereas 
another noted that guidance about improving critical 
evaluation ignored the descriptive nature of the task. 
Some participants felt that the feedback was not 
adequately relevant to the ‘assessment’ rubrics and 
marking criteria, instead offering general rather than 
specific feedback. 

 
 

Table 8: Ranked concepts associated with the theme of 

‘accuracy’ derived from student interviews 

 

Table 9: Ranked concepts associated with the theme of ‘trust’ 

derived from student interviews 

 

 

 

 
 
 
4. 2.4 Trust 
 
      The participants mentioned numerous terms in 
relation to trust, such as reliability, confidence, accuracy, 
and fairness (Table 9). The word ‘trust’ was again used 
largely negatively with respect to feedback: 
“I don’t really trust AI to offer me good feedback.” (S1) 
“I wouldn’t trust it as much I’d trust something my 
supervisor told me.” (S4) 
Participants questioned how ‘reliable’ AI was at providing 
consistently useful feedback and accurate grades, noting 
a great deal of difference between one response and the 
next. An experience of the feedback as being ‘unfair’ was  
 
 
 
 

 
 
inferred from the interviews, related to the inconsistency 
of the feedback and grading: 
“I think one of the great ideas about AI is that it should be 
objective but I can’t see how it can look at a near identical 
essay twice and give two totally different evaluations.” 
(S9) 
The term ‘human’ was raised largely in conjunction with 
the word ‘trust’ and in a comparatively positive sense. 
Participants reported trusting the feedback and marks of 
human instructors more so than AI iterations, reflecting a 
broad distrust of AI technologies.  
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Table 10: Spearman’s rho correlation coefficient for AI marks and average marks of human markers 

 

 

 

 

 
 
 
 
 
 

 
 
4.2.6 Tailoring 
 
 Table 11 illustrates some of the correspondence 
of various terms with the theme of ‘tailoring’. This theme 
was with response to the extent to which AI feedback was 
tailored to the student and their work. The students were 
largely sceptical of the capacity for AI to tailor its 
responses to them as students based on their experience: 
“The programme doesn’t remember or know anything 
about me. It can’t discover that English isn’t my first 
language. It doesn’t know that my second draft built on  
 
 

 
 
my first draft. It isn’t tailored to me.” (S8) 
There was a lack of ‘personalisation’ in the AI feedback 
that mirrors the lack of ‘specificity’ in responses. Whilst 
the feedback was tailored to the essay itself, the students 
felt that it often felt like general advice illustrated through 
excerpts from the essay. How ‘adaptable’ AI could be to 
different types of assignments was also raised, with one 
student noting that AI was not able to correctly assess an 
image attached to an essay they submitted. 
 
 

 
                      Table 11: Ranked concepts associated with the theme of ‘tailoring’ derived from student interviews 
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4.2.7 Instructor Remarks on AI Feedback 
 
      Nine instructors participating in the programme were 
recruited to provide comment on the AI feedback provided 
to students. They added linear notes to digital documents 
containing the AI feedback on student work, providing 

their own evaluations of the AI-generated feedback they 
received. Following its submission to Leximancer and the 
application of its algorithm, four main themes were arrived 
at based on their most prevalent comments (fig. 2). 

 
 
 

 
                                   Figure 2: Major themes derived from instructor interviews with illustration of conceptual frequency 
 
 
             Table 12: Sentiment-based content analysis for main concepts/themes derived from instructor interviews 
 

 
 
     Applying sentiment analysis to the four main themes 
revealed discrepancies between how instructors felt 
about the accuracy of AI grading versus the depth, 
specificity, and support offered by AI feedback (Table 12). 
Over half of those interviewed expressed positive 
sentiments with respect to accuracy, which, as is 
highlighted below, often referred to grading and specific 
recommendations for improvements. However, the vast 
majority of instructors also felt that the AI feedback lacked 
depth, was not specific enough, and did not sufficiently 
support students to make revisions. Details of their 
responses and reasoning are offered below. 
 
 
4. 2.8 Accuracy 
 
      The instructor remarks on the AI feedback generated 
by the initiative indicates a broad acknowledgement that 
the feedback is often relevant. Numerous comments 
indicate that the feedback is ‘on the right track’, is ‘good’, 
or makes valid comment regarding the quality of student 
work. However, there are also criticisms that whilst the 
feedback is broadly accurate, it sometimes lacks nuance: 

“The recommendation that the structure ought to be 
changed is valid but ultimately unnecessary.” (Teacher 3 
[T3]) 
“The comment is not entirely correct. Direct quotes can be 
a powerful way to support an argument, and it's not 
necessarily a problem to use them.” (T2) 
At times, the instructors would mark specific guidance as 
‘wrong’ or ‘incorrect’, such as with respect to language 
and grammar. British English being corrected to American 
English was one example, as was the AI correcting ‘learnt’ 
to ‘learned’.  
 It is notable also that instructors were able to see 
the AI mark assigned to student work alongside the AI 
feedback offered, as the two were provided in the same 
output when submitted to the AI programme. A number of 
instructor comments relating to ‘accuracy’ pertained to the 
marks or grades awarded as opposed to the accuracy of 
the feedback itself: 
“I too would class this at around a 2:1. Though I wouldn’t 
necessarily agree with every point made below… I think 
a 2:1 is fair.” (T9) 
It may be argued that if such remarks were excluded, the 
prevalence of ‘accuracy’ as a theme and its largely  
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positive evaluation may be reduced in a repeat analysis. 
However, an holistic exploration of the comments tagged 
as related to ‘accuracy’ nevertheless does reveal a 
number of positive sentiments pertaining to feedback as 
compared with the three other main themes raised by 
instructors. 
2.9 Depth 
 A related concern to remarks upon nuance was 
the concern that the feedback reviewed lacked ‘depth’ 
and that its engagement with the material was ‘formulaic’ 
and lacked in reference to specific examples: 
“The comment on inadequate topic sentences is too 
general and does not provide specific examples from the 
student's paper to illustrate the point.” (T1) 
Across the comments pertaining to depth, instructors 
were overwhelmingly negative about the depth of the 
feedback offered by AI. There was a general sense 
across the comments left on AI feedback that AI 
responses were perfunctory and its judgments and 
recommendations superficial. One instructor accused it of 
having ‘no real understanding’ of the topic and another 
stated that it only ‘scratch[ed] the surface’ of what was 
wrong with one student essay. Instructors also expressed 
a lack of belief in the capacity of AI to analyse student 
work with sufficient depth when rendering judgment and 
providing feedback. 
2.10 Specificity 
AI was criticised in many places for its lack of specificity, 
offering generalised advice without direct reference to 
areas of the text. One instructor observed that AI did not 
appear to place comment on the original text but rather 
wrote a brief essay itself summarising the perceived 
problems with the essay. Several commentaries 
contained the observation that without making reference 
to specific areas within a student’s work, it was not 
possible to offer useful insight into why a certain judgment 
or grade had been reached. One instructor argued that 
the feedback they had read ‘could have been written 
about any essay’ despite agreeing with the overall grade 
awarded. 
 As well as being inconsistent in terms of its depth 
of insight, there were concerns raised as well that the lack 
of specificity in recommendations for revisions also 
indicated a lack of pedagogical value. One remark stated 
this problem with respect to a specific student: 
“The feedback has acknowledged that the student has not 
demonstrated sufficient critical evaluation, it makes 
recommendation only to the content of this rather than 
how to undertake critical evaluation. The student is 
exhibiting a lack of knowledge and/or skills that the 
feedback does little to address.” (T2) 
This evaluation suggests that AI lacks insight into student 
capabilities and skills, offering generalised advice as to 
how a person might improve a piece of work, but not as 
to how that specific person might improve their work. The 
impersonal nature of AI feedback was thus linked 

conceptually to a lack of specificity in its guidance on 
student revisions. 
2.11 Support 
As is hinted at above, instructors expressed a number of 
concerns about support for students how general AI 
advice proved in places: 
“I cannot think that this is intended nor suitable for the 
replacement of the lecturer’s guidance. The application 
obviously does not know the individual and cannot get to 
know them. It cannot identify what is apparent from this 
piece of work, which is that there are clear gaps in the 
student’s linguistic ability that need to be addressed. This 
guidance would not be of use to the student alone as it 
cannot help them develop the skills needed to implement 
it.” (T5) 
The concern inferred from these remarks may be that 
instructors feel that AI feedback is not suitably tailored to 
student needs in order to help them develop their 
academic skills, giving an indication as to what they need 
to do it, but not where in the essay nor how to accomplish 
it.  
The suggestion that AI cannot offer the same support for 
actually developing these skills as can instructors through 
their feedback highlights also the disconnection between 
the AI programme and instructors involved in the course, 
as AI recommendations were not passed onto instructors 
in order to alert them to specific errors made by students 
nor did it alert instructors to more general gaps in specific 
students’ knowledge or ability. This highlights part of the 
function of instructor grading and feedback, which is to 
identify where students need support to develop further, 
continuing this support beyond the point of feedback itself. 
The implications of this for the design of AI grading and 
feedback initiatives may be considered in more depth 
below. 
 
 
5. DISCUSSION  
 
 The findings from the qualitative analysis may be 
contrasted with that of the quantitative analysis. Both 
Spearman’s correlation coefficient and the ICC tests 
suggest a high degree of accuracy for AI marking when 
compared with human marking, though this is not 
necessarily recognised in the interviews with students and 
instructor remarks on AI feedback. Across these findings, 
there is a general negativity about the prospect for 
generative AI to provide the same quality of marking or 
feedback as instructors. However, at least with regards to 
the accuracy of marking – something questioned by the 
students across the interviews but generally endorsed by 
instructors – this is not corroborated by the statistical 
analysis carried out as part of this study. 
 The issue of negative student and instructor 
attitudes towards AI in education may be addressed from 
the perspective of stakeholder education. As both student  
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and instructor perspectives may be subject to 
assumptions or misunderstandings about how the AI 
initiative was intended to function and what were its 
ultimate goals were, they may have benefited from a 
clearer understanding of what the initiative was intended 
to achieve and as to what AI can and cannot provide. 
Providing onboarding sessions or instructional resources 
for either group may have contributed towards producing 
more trust in AI systems and fostering better informed 
evaluations of its processes with respect to institutional 
goals. This may be perceived as fulfilling a mandate for 
transparent communication, ensuring that stakeholders 
are kept abreast of initiative development, what it is 
intended to achieve, and what it entails for them as 
stakeholders. This might help stakeholders shift from a 
stance of resistance towards one of acceptance and 
collaboration.  
 
 
5. 1. Participatory Evaluation  
 
The discrepancies between the findings of the 
quantitative and qualitative research may be attributed in 
part to the research instruments used. The interviews with 
students and the inclusion of attitudes, experience and 
beliefs in the data provided have not only highlighted 
nuance in the students’ perspectives but also have 
highlighted potential inadequacies with the initiative that 
the quantitative analysis has not discovered. 
Unfortunately, the focus on paper scores only in the 
quantitative side to the analysis has excluded statistical 
analysis as to the prevalence, strength and significance 
of the perspectives uncovered through interviews with 
students. Adding a further interrogatory mechanism – 
such as surveys of student perspectives suitable for 
statistical analysis – might better elaborate on the 
significance of the inadequacies raised through the 
qualitative analysis. 
 A further question is to what extent stakeholders 
were involved in the development of the initiative in a 
Hong Kong university. Participatory evaluation highlights 
the importance of including stakeholders in the design of 
initiatives and interventions, with participation correlated 
with engagement in the initiative/intervention (Suarez-
Balcazar, 2003). Consulting students and instructors 
about how they might like to see AI used and integrated 
in future initiatives may succeed in creating a more 
positive assessment of its contributions. The findings of 
this study suggest that students view AI as having some 
role to play but as effectively offering inferior feedback 
and guidance as to revisions as compared to instructors 
and tutors. It may be anticipated that any initiative that 
was perceived as replacing instructor feedback as 
opposed to complementing instructor feedback might 
precipitate strong resistance.  

 This appears to be reflected in the concerns 
expressed by both instructors and students and reflected 
in the sentiment analysis of the responses associated with 
their respective main themes. Instructors expressed 
concerns about the depth and specificity of AI feedback 
as well as the lack of support that AI can offer to help 
students develop the skills required to make progress in 
their English assessments. The initiative was designed 
with instructors largely ‘out of the loop’ in the procedures 
of AI marking and feedback, meaning that they were 
detached from one of their usual avenues of assessing 
student ability and progress. The guidance presented to 
students by AI thus makes no reference to their past 
abilities and achievements, as well providing no avenue 
for support in implementing the recommended changes 
and closing skills gaps. An initiative that included a design 
that kept instructors within this loop might have received 
better evaluative responses from instructors, at least in 
terms of the support provided by AI feedback.  
 
 
5.2. Theory of Change (ToC) Model 
 
How to best design and implement such a programme 
may be explored from the perspective of ToC. This 
approach holds that it is important not only to understand 
stakeholder goals, but to understand the pathways and 
conditions that stakeholders perceive as necessary to 
attain these ends (Clark, 2004). From this perspective, if 
the goal is to reduce instructor workload whilst helping 
students revise their work effectively, it is clear that 
student dissatisfaction may prove to be one of the 
outcomes. The activities of the initiative may benefit from 
being more limited, such as being made available to 
students as a tool to use when undergoing draft revisions 
prior to seeking instructor feedback. On the other hand, 
the strong empirical evidence for AI marking as equivalent 
in accuracy to grading performed by instructors suggests 
its potential utility towards grading papers on instructors’ 
behalf. However, it is unknown how instructors and 
students would react to this. It may be that instructor 
workload could be reduced by generative AI being tasked 
with performing secondary marking, reducing workload 
for instructors in classes that they do not teach or have 
little investment or involvement in. 
From the perspective of ToC, it appears as though 
instructors may prefer to be kept ‘in the loop’ with regards 
to design and may resist their role being ‘replaced’ by AI 
– a preference that echoes student concerns about a lack 
of input or access to instructor feedback. Subsequent 
initiatives might see AI grading and reports relayed to 
instructors for instructors to consult and amend ahead of 
providing final grades and feedback. This effectively 
keeps instructors in the loop and may allay concerns 
regarding trust, tailoring, depth, and support. Such  
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initiatives would benefit from stakeholder involvement in 
the planning and design phase as well as being subject to 
ongoing evaluation. It is for this reason that future 
initiatives may benefit from being designed and presented 
as ‘hybrid’ models rather than as attempts to reduce 
instructor workload by replacing the instructor in 
assessment roles perceived by both instructors and 
students as essential to the educational process.  
 
5.3. RUFDATA Model 
 
Future initiatives might also benefit from the application of 
RUFDATA in order to align the initiative with institutional 
goals, clarify the intended improvements offered by it, and 
to ensure that the relevant stakeholders are fully 
consulted in its development (Saunders, 2000). Following 
the rationale of iterative design, the initiative may be 
viewed as part of a cyclical process for designing an 
educational initiative that implements AI in assessment. 
The findings to this study ought not be interpreted as end-
point criticisms but rather as data that can inform future 
redesigns as to the needs and expectations of users. 
Through employing RUFDATA in future iterative design, 
the institution can thereby embed stakeholder feedback 
within its ongoing monitoring and evaluation of the 
initiative, ensuring that it evolves over time in dialogue 
with the institution’s academic community. Future 
initiatives might also benefit from the application of 
RUFDATA in order to align the initiative with institutional 
goals, clarify the intended improvements offered by it, and 
to ensure that the relevant stakeholders are fully 
consulted in its development (Saunders, 2000). Following 
the rationale of iterative design, the initiative may be 
viewed as part of a cyclical process for designing an 
educational initiative that implements AI in assessment. 
The findings to this study ought not be interpreted as end-
point criticisms but rather as data that can inform future 
redesigns as to the needs and expectations of users. 
Through employing RUFDATA in future iterative design, 
the institution can thereby embed stakeholder feedback 
within its ongoing monitoring and evaluation of the 
initiative, ensuring that it evolves over time in dialogue 
with the institution’s academic community. 
 
5.4. Theoretical implications for design, implementation, 
and evaluation of AI-based educational assessment 
systems 
The findings of this study offer critical insights into both 
the theoretical underpinnings and practical applications of 
AI-assisted grading and feedback systems in higher 
education. 
  
5.4.1 Reconciling Technical Efficacy with 

Pedagogical Value 
 
      The study highlights a tension between the technical 
reliability of AI grading, evidenced by high inter-rater 

agreement with human markers and the perceived 
pedagogical limitations of AI feedback such as lack of 
depth, personalization, and contextual relevance. This 
aligns with cognitive load theory (Gonzaga et al., 2025) 
and assessment literacy frameworks (Zhan & Yan, 2025), 
which suggest that feedback efficacy depends on social 
cues, shared referents, and relational trust - elements 
inherently lacking in AI systems. All these imply future 
theories of AI in education must account for dual metrics: 
(1) objective accuracy (quantitative) and (2) subjective 
pedagogical utility (qualitative). 
 
 
 5.4.2 Stakeholder-Centric Design 
 
      The Theory of Change (ToC) and participatory 
evaluation frameworks underscore that AI systems must 
be co-designed with stakeholders (instructors and 
students) to align with institutional goals and user needs. 
This implies theoretical models should 
integrate RUFDATA (Saunders, 2000) to ensure 
evaluations address Rationale, Uses, Focus, Data, 
Audience, Timing, and Agency - bridging gaps between 
AI capabilities and stakeholder expectations. 
 
5. 5. Practical implications for design, implementation, 
and evaluation of AI-based educational assessment 
systems 
 
5.5.1 Hybrid Models for Feedback Delivery 
 
     Quantitative results support AI’s role in grading 
efficiency while qualitative data reveal strong stakeholder 
preference for human feedback’s nuance. It is 
recommended that "human-in-the-loop" models should 
be adopted where AI handles initial grading/routine 
feedback, in particular grammar and structure. Instructors 
should refine feedback for depth, context, and skill-
building such as critical thinking and discipline-specific 
insights. For instance, AI could flag recurring issues like 
citation errors, while instructors provide tailored guidance 
on argumentation (Yun, 2025). 
 
 
5.5.2 Stakeholder Education and Transparent 

Communication 
 
      Mistrust of AI stemmed partly from unfamiliarity. 
Students and instructors questioned AI’s reliability despite 
empirical evidence of grading accuracy. 
Recommendation is that pre-implementation workshops 
could be held in educational institutions to clarify AI’s role, 
limitations, and benefits such as timeliness and 
consistency. Transparent reporting of AI’s decision-
making processes including rubric alignment and error 
rates is to be ensured to build trust between human and 
machines (Henderson et al., 2025). 
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5.6 Iterative Design and Participatory Evaluation 
 
      Addressing stakeholders’ expressed concerns about 
AI’s rigidity and lack of adaptability to individual needs, it 
is suggested that piloting AI tools in phased iterations, 
incorporating stakeholder feedback after each cycle like 
via surveys or focus groups is necessary. Another 
solution is to use participatory design to co-create 
feedback templates or customize AI outputs, for instance, 
allowing instructors to adjust AI-generated comments. 
 
 
5.7 Enhancing AI Feedback Quality 
 
      As shown from the study, critiques of AI feedback’s 
generality suggest a need for task-specific fine-tuning like 
discipline-aware LLMs and longitudinal adaptation such 
as AI systems that "learn" from instructor overrides or 
student revision patterns. For example, there could be the 
integration of self-assessment prompts (To, 2025) to 
encourage students to contextualize AI feedback. 
 
 
5.8 Policy and Institutional Support 
 
      Lastly, successful implementation requires resource 
allocation for instructor training and AI system 
maintenance and ethical guidelines to address biases, 
data privacy, and accountability (Lindsay et al., 2025). 
The successful integration of AI-assisted grading and 
feedback systems hinges on two pillars: practical 
infrastructure and ethical governance. In terms of 
resource allocation, professional development programs 
must be provided for instructor training to equip them with 
the skills of interpreting, refining, and contextualizing AI-
generated feedback. Such training should emphasize 
pedagogical integration, particularly aligning AI outputs 
with learning objectives. Another domain includes the 
ability to identify and correct AI errors or biases to 
overcome technical oversight of AI-based system. 
Institutions must invest in ongoing updates to AI models 
to address evolving curricular needs, language nuances, 
and disciplinary specificity for system maintenance.  
In terms of ethical safeguards, regular audits of AI outputs 
for cultural, linguistic, or disciplinary biases (Lindsay et al., 
2025), coupled with diverse training datasets, are critical 
to ensure equity. Transparent policies must govern 
student data usage, storage, and consent, adhering to 
regulations for data privacy. Clear protocols for 
challenging AI-generated grades or feedback - such as 
human review panels - can uphold academic integrity and 
stakeholder trust to solidify accountability frameworks. By 
addressing these operational and ethical challenges, 
institutions can foster AI systems that are not 
only efficient but also equitable and pedagogically 
meaningful. Future work should explore cost-benefit 

analyses of such implementations and their long-term 
impact on educational outcomes. 
 
 
6 . CONCLUSION  
 
 This study has explored the utility of generative 
AI as part of a feedback system for correcting and 
marking academic work. Its objectives were: to ascertain 
how accurate AI-based grading is when compared with 
human feedback; to investigate how students experience 
and respond to AI-generated feedback; to explore how 
such systems might be more effectively implemented 
through the perspectives of ToC and participatory 
evaluation. Exploring an initiative implemented at a 
university in Hong Kong in Hong Kong, the study has 
examined both the accuracy of AI-generated essay marks 
as well as student experiences of AI generated feedback 
as part of an evaluation of the system informed by ToC 
and participatory evaluation.  
      The study reveals a high degree of inter-rater 
reliability between AI and human markers, suggesting the 
potential utility of AI in grading student papers. However, 
interviews with students suggest a conceptual focus on 
themes such as clarity, improvement, accuracy, trust and 
tailoring, with student perspectives across these themes 
being largely negative as to AI’s performance during the 
initiative. Whilst some students appreciated the simplicity 
of the feedback, others felt it was sufficiently detailed or 
nuanced to support significant improvement in their drafts 
or progress in terms of their academic skills. Concerns 
about accuracy included factual errors and irrelevant 
feedback, whilst many expressed a lack of trust in AI, 
preferring human feedback due to its higher perceived 
degrees of accuracy and personally tailored feedback. 
Although students appreciated the iterative feedback from 
AI tools, they noted a lack of tailored insights. To enhance 
their learning experience, integrating specific self-
assessment prompts, as suggested by To (2025), could 
enable students to evaluate source reliability and 
proofread drafts more effectively. Instructors also 
expressed concerns about the utility of AI to provide 
feedback on student work that holds sufficient depth, is 
specific in its criticisms, praise and recommendations, 
and that can support student development moving 
forwards. 
       The study demonstrates both the accuracy of AI in 
grading student papers as compared with human 
markers, but also significant scepticism and criticism 
among students and instructors alike as to its capacity to 
provide effective feedback on a par with instructors. 
Theories of change and participatory evaluation highlight 
the importance of liaising with stakeholders in system 
design, with this study highlighting the view that AI 
feedback should not be perceived as a ‘replacement’ for 
instructor feedback according to students. This implies its  
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potential utility as a complementary component to a 
broader system integrating human and AI scoring and 
feedback. Ensuring that stakeholders are kept abreast of 
developments through stakeholder education and 
transparent communication may help encourage more 
positive sentiments surrounding future iterations of this 
initiative, which in turn should follow a structured 
approach to soliciting, monitoring and implementing 
stakeholder feedback into its design.  
      Beyond the need to include further stakeholder 
perspectives in such designs, there are a number of 
limitations with respect to the study’s design. For one, the 
study did not measure and compare between the 
outcomes of feedback on revised work. The research 
above could be built upon by corroborating its interviews 
with statistical analysis of questionnaires posed to a larger 
cohort of students and/or instructors. Additionally, though 
sentiment analysis of leading themes was carried out with 
a sample of the data informing these themes, a full-scale 
sentiment analysis was beyond the scope of the study, 
meaning these findings are more indicative than 
exhaustive. Future research may benefit from sentiment 
analysis implemented at the point of thematic analysis to 
better evidence the evaluative stances of participants with 
respect to specific aspects of the initiative. Such 
improvements may inform future research design in line 
with a ToC approach emphasising the importance of 
participatory planning to successful educational initiative 
design, implementation and reception.  
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APPENDIX A 
 
Interview questions for students 
 
1. How comprehensible do you find the AI 
generated feedback as compared with human 
instructors? 
2. In what ways has the AI generated feedback 
helped you improve your work? 
3. How tailored do you find the AI generated 
feedback is with respect to the content of your work? 
4. How do you feel about the accuracy of the AI 
generated feedback with respect to identifying areas for 
improvement within your work? 
5. To what extent do you trust the AI generated 
feedback as compared with feedback from human 
instructors? 
6. How has the AI generated feedback influence 
your motivation and engagement with the course? 
7. In what ways do you feel the AI generated 
feedback could be improved? 
8. How do you feel about AI generated gradings 
being used to grade written work? 
9. How easy or difficult is it to implement the 
suggestions given to you by AI generated feedback? 
10. Would you prefer to receive feedback solely from 
AI, from human instructors, or from a combination of both, 
and why? 
 
 
APPENDIX 2 
 
Interview questions for instructors 
 
1. How accurate do you find the AI-generated 
grading compared to your own assessments? 
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2. How effective do you find the AI-generated 
feedback in helping students improve their work? 
3. Do you feel the AI-generated feedback provides 
sufficient depth and clarity for students? 
4. How well does the AI-generated feedback align 
with the course rubrics and marking criteria? 
5. To what extent do you believe AI-generated 
feedback is tailored to individual students’ needs? 
6. How do you feel about the role of AI in reducing 
instructor workload? 

7. What are the limitations of AI feedback, based on 
your observations? 
8. How do you think AI-generated feedback could 
be improved for better alignment with educational goals? 
9. How do you feel about the potential for AI to 
replace or supplement human feedback in assessments? 
10. Do you believe students value AI feedback as 
much as they value feedback from human instructors? 
Why or why not? 

 
 


